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1. Modified Gray expansion 
and IM2-machine for real 

number computation 



Computation over Topological Spaces
• Stream input/output access 

over infinite sequences. 

(Type2 machine) 

• Real number computation 
via binary expansion into 
infinite sequences.  

• Unnatural	  computa.on	  
over	  R.
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Type2 Machine
(Stream Programming)
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Binary expansion
• Coding of the unit interval [0,1] as {0, 1}-sequences. 
• The first digit of x is 0 or 1 depending on x ≦ 1/2 or x ≧ 1/2. 
• The rest is the code of d(x)  for d the function below.  
• d is multiple-valued on 1/2,  a value is chosen based on the first digit. 
• × 3 function not expressible (0010101..(=1/6 )× 3 = 0111… or 1000…)
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                  Gray expansion
• The first digit of x is 0 or 1 depending on x ≦ 1/2 or x ≧ 1/2. 
• The rest is the code of t(x) for t the tent function.         
• Easily converted from/to Binary Expansion  (2-state automaton). 
• t is single-valued and continuous; not depending on the first digit. 
• Leave the first digit as ⊥ (undefined), and consider expansion into 

{0,1,⊥}-sequences.
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[Gianantonio 1999], [T 2002]

Modified



Gray expansion
• 𝕋 = {0,1,⊥}. 
• Modified Gray expansion (We simply call it Gray-expansion) assigns a unique 
𝕋-sequence to each x ∈ [0,1]. 

• ⊥ appears in expansions of dyadic rationals, and we always have ⊥1000… 
• 1⊥-sequences  : a 𝕋-sequence with at most one ⊥. 
• 𝕋ω

1  : the set of 1⊥-sequences. 
• The unit interval 𝕀 = [0,1] is topologically embedded in 𝕋ω

1. 

• Topology on 𝕋   :   {0}, {1}, {0,1,⊥} 
• Topology on  𝕋ω:: product topology = Scott topology 
• Topology on 𝕋ω

1: subspace topology
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𝕋ω1

[0,1]

• A pair of regular open sets as elementary information. 
!

Definition  A dyadic subbase S of a Hausdorff space X is a 
family {Sn,i : n ∈ N, i ∈ {0,1}} of  pairs of regular open sets such 
that  
          (1) Sn,1 is the exterior of Sn,0 for each n ∈ N and 
          (2) It forms a subbase of X.  

Dyadic subbase

Sn,0 Sn,1

0. 0.5 1.

S0,0, S0,1

S1,0, S1,1

S2,0, S2,1
…, …

1
0
0

⊥
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How to output Gray expansion?



1

2

3
45

0.0 0.5 1.0

1

10

11

1 0 0 0 0

...

...

...

...

⊥ ⊥ ⊥ ⊥ ⊥

⊥ ⊥ ⊥ ⊥

⊥ ⊥ ⊥ ⊥

⊥ ⊥ ⊥ ⊥

⊥：not yet defined.

How to output Gray expansion?



⊥ 0 ...1 0 0 0

⊥ 0 ...1 0 0 0

⊥ 0 ...1 0 0 0

⊥ 0 ...1 0 0 0
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How to input Gray expansion?

The sequence input by a machine



• Indeterministic (i.e. nondeterministic) behavior.
• It should input 000.. , not ⊥000.. for the input 000…
• A program should be written so that it can input all the 

digits to identify a point.  (⊥1 is valid, but ⊥0 is not)

10 ..0 ⊥ 1 0

10 ..0 ⊥ 1 0 10 ..0 ⊥ 1 0

10 ..0 ⊥ 1 0

How to input Gray expansion?



Finite/infinite-time state of a tape for  
usual stream {0,1} -output

• One way access from left to right.

10
0 1

00 01 10
0 1 0

11
1

010 110000 001 011 100 101 111

0 1 0 1 0 1 0 1

  
...................................................................................................

10ω01ω Infinite {0,1}-sequences



Finite/infinte-time state of a tape for the 
Gray expansion.

010 110⊥100

10
0 1

⊥1
1̅

00 010⊥1 11 101⊥1⊥10
0̅0 0 01 1 1 1̅1̅

  
...................................................................................................⊥10ω

110ω010ω

• 0̅, 1 ̅: output of 0 or 1 from the blue head. 
• ⊥0 unnecessary.

Subset	  of	  𝕋ω1	  

111ω

111

• The set of limit of finite-time observation (ideal 
completion of finite-time state) subset of 𝕋ω1 .



Domain of [0,1]
Homeomorphic	  

	  to	  I=[0,1]

• Let L(D) be the set of limit (i.e., non-compact) elements. 
• Scott domain  (algebraic bounded complete dcpo). 
• [0,1] is homeomorphic to the set of minimal elements of L(D). 
• All the increasing sequences following K(D) are identifying  

points of [0,1]. 
• It ensures that an IM2-machine can “input” enough 

information to identify a point, if an IM2-machine program is 
written following the structure of K(D).

L(D)

K(D)



Domain of [0,1]
Homeomorphic	  

	  to	  I=[0,1]

• [0,1] is a retract of L(D).    (∀ p ∈ L(D). ∃ x ∈[0,1], φ(x) ⊑ p). 
• We have another representation that uses the whole L(D), by 

considering that 010ω, 110ω, ⊥10ω are all representing 1/2. 
• It corresponds to considering the state 01 not an open interval 

(1/4, 1/2) but the closed interval [1/4, 1/2], which is more natural 
for programming.

L(D)

K(D)



IM2-machine
• Two-head access to input/output 

tapes. 

• Indeterministic behavior 
depending on how to input 
when both input heads have 
values. 

• More generally, defined as an  (n
+1)-head machine which can 
access n⊥-sequences. 

• Thus, we can compute over n⊥-
sequences. 

• Easily implemented in concurrent 
logic programming languages. 16

IM2-Machine
(two-heads I/O)
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IM2-machine + Gray-code
 Type2-machine + Signed-digit expansion  and IM2-machine + Gray-
expansion  induce the same computability notion on [0,1]. 

[0,1]

{0,1}ω

admissible  
representation

{0,1,⊥}ω

[0,1]

Type2-machine

IM2 machine
• A machine is operating directly on points. 
• “Extensional” representation. 
• Computation which reflect the structure 
of the space.



Generalization of Gray-
expansion to other spaces. 

2. Dyadic subbase 
             



• A pair of regular open sets as elementary information. 
!

Definition  A dyadic subbase S of a Hausdorff space X is a 
family {Sn,i : n ∈ N, i ∈ {0,1}} of  pairs of regular open sets such 
that  
          (1) Sn,1 is the exterior of Sn,0 for each n ∈ N and 
          (2) It forms a subbase of X.  

Dyadic subbase

Sn,0 Sn,1

0. 0.5 1.

S0,0, S0,1

S1,0, S1,1

S2,0, S2,1
…, …

Generalization of Gray-embedding
{0,1,⊥}ω

[0,1]X

...0

S0,0

...⊥

...1S0,1

2-heads 
IM2  
machine

X: Hausdorff Topological space

finite (not bounded)

S0,δ



{0,1,⊥}ω

[0,1]X
...⊥

• A pair of regular open sets as elementary information. 
!

Definition  A dyadic subbase S of a Hausdorff space X is a 
family {Sn,i : n ∈ N, i ∈ {0,1}} of  pairs of regular open sets such 
that  
          (1) Sn,1 is the exterior of Sn,0 for each n ∈ N and 
          (2) It forms a subbase of X.  

Dyadic subbase

Sn,0 Sn,1

0. 0.5 1.

S0,0, S0,1

S1,0, S1,1

S2,0, S2,1
…, …

X: Hausdorff Topological space

S1,0
S1,1

...

S0,0 ...1S0,1

0

S1,0
S1,1

•  Disjoint open sets Sn,0  and Sn,1. 

•  In order to identify a point x  
∈ X , Sn,0  and Sn,1 are used but 
Sn,δ are not used. 

• {Sn,a | n ∈ N, a ∈ {0,1}} forms a 
subbase of X .

Generalization of Gray-code

S1,δ
2-heads 
IM2  
machine

finite (not bounded)



Dyadic subbase
• Let (X, O) be a Hausdorff space. 

• Definition 1.  A dyadic subbase of X is a map S : ω × {0, 1} → 
O such that  

• {Sn,a | n ∈ N, a ∈ {0,1}} is a subbase of X , 
• Sn,0 ∩ Sn,1 = ∅ for all n ∈ N. 

• We define Sn,δ = X \ (Sn,0 ∪ Sn,1 ). 
• A dyadic subbase S corresponds to the topological 

embedding φS : X → 𝕋ω, 

                          0 (x ∈ Sn,0) 
    φS(x)(n) =    1 (x ∈ Sn,1)  
                          ⊥ (x ∈ Sn,δ) .

0.0 0.5 1.0

S0,0, 
       S0,1

S1,0, 
       S1,1

Sn,0, 
       Sn,1



K(𝕋ω) = 𝕋*: 

L(𝕋ω): 

𝕋ω＝L(𝕋ω)∪K(𝕋ω)
• Order on 𝕋 : ⊥⊑ 0, ⊥⊑ 1 
• 𝕋ω  : Scott domain (algebraic 

bounded complete dcpo.) 
• 𝕋* = K(𝕋ω) : The set of 

compact elements of 𝕋ω. 
• Finite number of 0, 1.  
• We write  0⊥10 for 

0⊥10⊥ω 

• Inner bottoms. 
• L(𝕋ω) : The set of limit (i.e., 

non-compact) elements 
of 𝕋ω. 

• Infinite number of 0, 1.  
• Stratified as in the figure. 

…

…

⊥

⊥11

𝕋ω2

Cantor Set {0,1}ω

…X

The domain 𝕋ω



• For a dyadic subbase S and p ∈𝕋*,  define 

• Here,  dom(p) ={k : p(k) ≠ ⊥}. 

• S(p) : the set of points which satisfy the specification p. 

• {S(p) : p ∈ 𝕋*} forms the base of X generated by S. 

•  S(̅p) : the set of points which satisfy the specification p,   
where p(k) = a means x ∈ Sk,a  ∪ Sk,δ. 

• We want S(̅p) to be the closure of S(p).

S(p) and  S(̅p)6 HIDEKI TSUIKI AND YASUYUKI TSUKAMOTO

For a dyadic subbase S and p P Tω, let

Sppq “
č

kPdomppq
Sk,ppkq, (2.1)

S̄ppq “
č

kPdomppq
clSk,ppkq “

č

kPdomppq
pSk,ppkq Y Sk,Kq (2.2)

denote the corresponding subsets of X. Note that

x P Sppq ô x̃pkq “ ppkq for k P domppq ô p Ď x̃, (2.3)

x P S̄ppq ô x̃pkq Ď ppkq for k P domppq ô p Ò x̃, (2.4)

for x P X and p P Tω.
For e P T˚ “ KpTωq, Speq is an element of the base generated by the subbase S. We

denote by BS the base tSpeq : e P T˚uztHu. On the other hand, LpTωq is the space in
which X is represented as the following proposition shows.

Proposition 2.3. Suppose that S is a dyadic subbase of a space X.

(1) Spx̃q “ txu for all x P X.
(2) rX Ď LpTωq.

Proof.

(1) Let x, y be distinct elements in X. Since X is T1, there exists e P T˚ such that y P Speq
and x R Speq. From Eq. (2.3), we have e Ď ỹ and e Ď x̃. So we get ỹ Ď x̃, therefore,
y R Spx̃q.

(2) Suppose that dompx̃q is finite. Then Spx̃q is an open set and thus txu is a clopen set
which contradicts to the fact that x is on the boundary of Sn,a for n R dompx̃q.

Definition 2.4. We say that a dyadic subbase S is proper if clSpeq “ S̄peq for every e P T˚.

If S is a proper dyadic subbase, then S̄peq is the closure of the base element Speq.
Therefore, by (2.4), the sequence x̃ codes not only base elements to which x belongs but
also base elements to whose closure x belongs.

Proposition 2.5. Suppose that S is a proper dyadic subbase of a space X.

(1) If x P X and p Ě x̃, then the family tSpeq : e P Kpu is a filter base which converges
to x P X.

(2) If x ‰ y P X, then x P Sn,a and y P Sn,1´a for some n ă ω and a ă 2. That is, x
and y are separated by some subbase element.

(3) If x P X and p Ě x̃, then S̄ppq “ txu.
(4) If p P 2ω, then S̄ppq is either a one-point set txu for some x P X or the empty set.

Proof.

(1) Since we have x̃ Ò e for every e P Kp, we obtain clSpeq “ S̄peq ‰ H. Therefore, we get
H R tSpeq : e P Kpu.

(2) Since X is Hausdorff, there is e P T˚ such that e Ď x̃ and e /Ò ỹ. Therefore, we get
x̃ /Ò ỹ.

(3) From (2), we have S̄px̃q “ txu. We get S̄ppq Ď S̄px̃q “ txu from p Ě x̃, and S̄ppq Q x
from p Ò x̃.

(4) Let p P 2ω. If p Ě x̃ for x P X, then S̄ppq is a one-point set txu by (3). If p Ğ x̃ for all
x P X, then p /Ò x̃, because p is maximal. Therefore, S̄ppq is empty.

S1,0 S2,0

p=⊥00

X

S0,0

S̄(p) =
\

k2dom(p)

X \ S
k,1�p(k) =

\

k2dom(p)

S
k,p(k) [ S

k,?



3. Proper dyadic subbase 

             



Proper Dyadic Subbase
• Definition 2.  A dyadic subbase S of X is proper if 

S(̅p) = cl S(p) for every p ∈ 𝕋* . 

• Examples of non-proper dyadic subbases.

• If S is proper, then Sn,0 and Sn,1 are exteriors of each other 
and Sn,δ is their common boundary. 

• If S is proper, then φS(X) ⊆ L(DS) . 
• Proper —- Boundaries are orthogonal.

S0,0 S0,１
S0,δ

p=0 S0,0 S1,0p=01

S(01)
Eample 1 Eample 2



S(p) and S(̅p) are order-theoretic

K(Tω): 

L(Tω): 

'S

embedding

S(p) =# "p \ 'S(X)

S(p) = "p \ 'S(X) p

X

If S is a dyadic subbase of X,

Properness connect this order-theoretic notion with 
closure, which is a topological notionof X.



Proper Dyadic Subbase
• Theorem 1.  Every separable metric space has a proper 

dyadic subbase.  In particular, if X is a separable metric 
space with dimension n, then X has a proper dyadic 
subbase of degree n.     [Ohta, T, Yamada 2013] 

• dimension —- small inductive dimension (= large inductive 
dimension = covering dimension.) 

• degree of S —- the supremum of the number of bottoms 
appearing in φS(x).  It is the number of extra heads required 
to access the space by an IM2-machine. 

• Connecting a property of a space (dimension) and a  
structure of a machine (number of heads). 



Independent Subbse
• Definition 3.  A dyadic subbase S of X is independent if S(p) 
≠ ∅ for every p ∈ 𝕋* . 

• Proposition 1．An independent subbase is proper.

S0,0

S1,0
p=10⊥ω

Let q ∈ 𝕋* has arbitrary small 
S(q) ∋ x . 

 Then, p and q are compatible. Since 
S(p) ∩ S(q)  = S(p ⨆ q) ≠∅,   the point x 
is in the closure of S(p).

(Proof ) 
Suppose that x ∈S(̅p).  

• Theorem 3.  Every dense in itself separable metric space 
has an independent subbase. [Ohta, T, Yamada 2010]

28



Possibility to separate points w.r.t. S. 

• Since X is Hausdorff, every pair of points can be separated by a 
pair of open sets. 

• Proposition2. If S is a proper dyadic subbase of X, every pair of 
points can be separated by one component of a dyadic subbase. 

• If S is not proper,  it may be the case that  

• If S is proper, for x ≠y, we always have an index i such that 

n 0 1 2 3 4 ...
φS(x)(n) ⊥ 1 1 0 1
φS(y)(n) 1 ⊥ ⊥ 0 1

n ... i ...
φS(x)(n) 1 0 0
φS(y)(n) ⊥ 1 0



Retract Structure on the domain

K(Tω): 

L(Tω): 

'Sembedding

X
• If S is not proper, it may be the 

case that φS(x) ⊑ p and φS(y) ⊑ p  
for x ≠ y . 

• Proposition 3. If S is proper, for 
each p ∈ ↑φS(X), there is a unique 
point x∈ X such that  φS(x) ⊑ p. 

• We denote this x by ρ(p). 

• Proposition 4. X is regular iff the 
map ρ is continuous. In this case,   
ρ:↑φS(X) → X is a retraction.



Increasing Sequences in Tω

K(𝕋ω) 

L(𝕋ω) 

⊥ω

1

1⊥⊥1

10⊥1

⊥⊥⊥1

10⊥10ω
• Every increasing sequence in 

K(𝕋ω) identifies an element of 
L(𝕋ω) .

• Only interested in sequences 
identifying φS(X).

• Consider a subset of K(𝕋ω) so 
that the set of limit is more 
close to φS(X), just as the 
case of Gray-expansion.

10

⊥0



4. Proper dyadic subbase 
and domain 

representations 
[T, Tsukamoto] 



Restricting the set of finite states

• p|m = p0p1...pm-1⊥ω 

• KS	  ={p|m: p ∈ φS(X), m ∈ ℕ}. 

• DS	  : Ideal completion of  KS . 

• φ(X) ⊆L(DS).

KS  = K(DS) 

⊆K(𝕋ω) 

L(DS) 

⊆L(𝕋ω) 

⊥ω

1

10⊥1

10⊥10ω

10

⊥0

1⊥⊥1

⊥⊥⊥1



Properties of X and properties of 
the corresponding embeddings.

Let S be any proper d. s. of X. 

• Theorem 4. If X is strongly 
nonadhesive, L(DS) has the 
set of minimal elements. 

• Theorem 5.  If X is regular,  
then X ⊆min(L(DS)). 

• Theorem 6. If X is compact, 
X =min(L(DS)) . 

 K(DS)  

L(DS)  



Strongly nonadhesive space
• Definition.  (1) We say that a Hausdorff space X is adhesive if X 

has at least two points and closures of any pair of non-empty 
open sets have non-empty intersection. 

• (2) We say that X is nonadhesive if it is not adhesive. 
• (3) We say that X is strongly nonadhesive if every open 

subspace is nonadhesive. 
• A space is called Urysohn (or completely Hausdorff )  if any 

two distinct points can be separated by closed 
neighbourhoods. A regular space is always Urysohn.  

• Proposition 2. Every Urysohn space is strongly nonadhesive.  
• Proposition 3.  There exists an adhesive Hausdorff space.

Hausdorff Str. nonadhesive Urysohn regularnonadhesive



Example of an adhesive 
Hausdorff space

• Let P be the set of dyadic irrational numbers in [0,1]. 

• X = P ∪ ℕ for ℕ = {1,2,3…} . 

• Neighbourhood base of x ∈ P is U ∩ P for U a nhd. of x in [0,1]. 

• Neighbourhood base of n ∈ ℕ is {n} ∪ (U ∩ P)  for U a nhd. of {k/2n 

: 0 < k < 2n, k is odd} in [0,1].

1

2
3

1/21/4 3/41/8 3/8 5/8 7/80 1

Hausdorff Str. nonadhesive Urysohn regularnonadhesive



Hausdorff Str. nonadhesive Urysohn regular Compact 

 K(DS)  

L(DS)  

Theorem 4.  min(L(DS)) 
exists if X is strongly 
nonadhesive.

Th. 4



Proof of Theorem 4.
• Theorem 4. If X is strongly nonadhesive, L(DS) has the 

set of minimal elements. 

• Since X is nonadhesive, only finite number of elements of KS has 
one digit (0 or 1). 

• We can show that KS is finite-branching by applying this to the 
subspace S(e) with the dyadic subbase restriction of S to S(e),  

• As the limit of a finite-branching poset, L(DS) has a set of 
minimal elements.

(If  S(p) and S(q) do not intersect in their closures, there is no point  x 
such that φS(x) = ⊥n… for n the maximal length of p and q.)

⊥

⊥0 ⊥⊥00 ⊥⊥⊥0



Hausdorff Str. nonadhesive Urysohn regular Compact 

 K(DS)  

L(DS)  

• Theorem 5.  Suppose that X is 
regular. If p ∈ L(D) and p is 
compatible with φ(x) in 𝕋ω,  
then  φ(x) ⊑  p. In particular, 
φ(X) ⊆ min(L(D)). 

Th. 5



Exact version of S
• We consider  {0,1,δ}ω ,  instead of  𝕋ω = {0,1,⊥}ω. 

• δ：exactly on the boundary. 

• We define Sk,δ  as the common boundary of Sk,0  and Sk,δ . 

• For p ∈ {0,1,δ}ω ,  we define S(p) as   

• For a sequence p ∈ {0,1,⊥}* , we denote by pδ ∈ {0,1,δ}*  the 
sequence obtained by replacing inner bottoms with δ. 

• For example, for p =01⊥1⊥ω,   pδ =01δ1. 

• KS = { p ∈ 𝕋ω | S(pδ ) ≠ ∅}.



• Theorem 5.  Suppose that X is regular. If p ∈ L(D) and p is 
compatible with φ(x) in 𝕋ω,  then  φ(x) ⊑  p. In particular, 
φ(X) ⊆ min(L(D)). 

• (proof )   Assume that φ(x)(m) = 0, and prove that p(m) = 0. 

• Since X is regular and S is proper,  S(̅φ(x)|n) ⊆ Sm,0  for some n > m. 

• Since p∈ L(D),   p|n ∈ K(D). Therefore, S(p|nδ) is not empty.  Let y 
∈S(p|nδ) .  Since p|n is compatible with φ(x)|n, y ∈ S(̅φ(x)|n).   

• Therefore, φ(y)(m) = 0. Thus, p(m) = 0.

Proof of Theorem 5.



Hausdorff Str. nonadhesive Urysohn regular Compact 

 K(DS)  

L(DS)  

• Theorem 6. If X is compact,  
then X =min(L(DS)) . 

iff

Th. 6



Proof of Theorem 6.

• Theorem 6. If X is compact,  then X 
=min(L(DS)) . 

• (proof )  compactness of 
min(L(DS)) . 

• If X is compact, the poset KS 
determine the space X. 

• all incr. seq. in K(DS) identify a point 
of  X through the retraction from  
L(DS) to  min(L(DS)). 

K(DS)  

L(DS) 

⊥ω

0

01⊥1

01

⊥1

01⊥10ω

010ω

⊥10ω

0110ω

0⊥10ω



DS	  	  is not bounded complete 
• Even if S is proper and X is 

compact, DS	  may	  not	  be	  
bounded complete.  Therefore, 
DS	  may	  not	  be	  a	  ScoP	  domain. 

• Example: [0,1] with the Gray 
code, with identification 
1/4=3/4.

0

1/2

1

1/4=3/4

0 1

⊥1
⊥0

⊥1000…

⊥⊥1000…

⊥⊥1

⊥1 ⊥⊥1

111 011

⊥1



DQS	  : bounded complete modification.

KS  = K(DS) 

L(DS) 

• KS	  ={p|m: p ∈ φS(X), m ∈ ℕ}. 

• DS is not bounded complete, 
in general. 

• KQS ={p|m: p ∈ ↑φS(X), m ∈ ℕ}. 

• DQS	  : Ideal completion of  KQS . 

• Theorem. DQS is bounded 
complete (and therefore is a 
Scott domain). 

• DQS	  	  also	  saRsfies	  Theorem	  4	  
to	  6.

KQS  = K(DQS) 

L(DQS) 



Exact version of S
• We consider  {0,1,δ}ω ,  instead of  𝕋ω = {0,1,⊥}ω. 

• δ：exactly on the boundary. 

• We define Sk,δ  as the common boundary of Sk,0  and Sk,δ . 

• For p ∈ {0,1,δ}ω ,  we define S(p) as   

• For a sequence p ∈ {0,1,⊥}* , we denote by pδ ∈ {0,1,δ}*  the 
sequence obtained by replacing inner bottoms with δ. 

• For example, for p =01⊥1⊥ω,   pδ =01δ1⊥ω. 

• KS = { p ∈ 𝕋ω | S(pδ ) ≠ ∅}.

and S ̅

KQS = { p ∈ 𝕋ω | S(̅pδ ) ≠ ∅}. 



⊥110ω⊥010ω

⊥11• In DQS	  ,	  we	  have	  
more	  elements.	  

Example: DQS	  	  is bounded complete 
• In DS	  	  ,	  we	  have	  the	  following	  

elements	  above	  ⊥⊥10ω.	  

0

1/2

1

1/4=3/4

0 1

⊥1
⊥0

⊥1000…

⊥⊥1000…

⊥⊥10ω

0⊥10ω 1⊥10ω

0010ω 0110ω 1010ω 1110ω

⊥1 ⊥⊥1

111 011



Extending the retraction to DQS
• If X is compact, all incr. seq. in 

K(DQS) identify a point of  X through 
the retraction ρ from  L(D̂S) to  
min(L(D̂S)). 

• The retraction ρ is continuous. 
Can we extend it to a continuous 
function from D̂S to D̂S? K(DS)  

L(DS) 

⊥ω

0

01⊥1

01

⊥1

01⊥10ω

n 0 1 2 3 4 ...
Input
Output

0 1
1

1
10

0

010ω

⊥10ω

0110ω

0⊥10ω



The domain DG (= DQG) of [0,1]
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・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・

ω

ωω

ωω

ω ω

ω ω

Figure 2: The domain DG.

We have KS Ď pKS Ď T˚ and DS Ď pDS Ď Tω. For the Gray-subbase G of I, we have
K1 P KG because ϕGp1{2q “ K10ω, but K0 R KG and KK1 R KG. Figure 2 shows the
structure of DG “ pDG.

Proposition 4.2.

(1) If S is a dyadic subbase of a space X, then rX is dense in DS.
(2) If S is a proper dyadic subbase of a space X, then rX is dense in pDS.

Proof.

(1) rX is dense in DS because Speq is not empty for every e P KS .
(2) By Proposition 2.5(1), Speq is not empty for every e P pKS .

Thus, pDS , rX,ϕ´1
S q and p pDS , rX,ϕ´1

S q are dense domain representations of X if S is a

proper dyadic subbase of a space X, and pDS , Ò rX, ρSq and p pDS , Ò rX, ρSq are retract domain
representations of X if S is a proper dyadic subbase of a regular space X. Note that
in pDS , Ò rX, ρSq, Ò rX is the upwards-closure of rX in DS which may be different from the
upwards-closure of rX in Tω.

The domains DS and pDS are not equal in general as the following example shows.

Example 4.3. Let W be the space obtained by glueing four copies of I at one of the
endpoints. That is, W “ 2 ˆ 2 ˆ I{„ for „ the equivalence relation identifying pa, b, 0q for
a, b ă 2. Let z be the identified point. That is, z “ rpa, b, 0qs for a, b ă 2. Let R be the
subbase defined as

R0,c “ tcu ˆ 2 ˆ p0, 1s{ „,

R1,c “ 2 ˆ tcu ˆ p0, 1s{ „,

Rn`2,c “ 2 ˆ 2 ˆ Gn,c{ „,

for n ă ω and c ă 2. We have z̃ “ KK0ω P LpDRq and ab0ω P LpDRq for a, b ă 2. However,
aK0ω R LpDRq for a ă 2 and Kb0ω R LpDRq for b ă 2. On the other hand, we have
aK0ω P Lp pDRq for a ă 2 and Kb0ω P Lp pDRq for b ă 2.

• ρ can be extended to a map from D̂S to D̂S	  	  as	  ρ(p)	  =	  glb({q	  |	  
q	  ⋤	  p	  s.t.	  there	  is	  no	  element	  between	  q	  and	  p}.	  

• This map is computable if KS  is decidable as a subset of 
{0,1,⊥}*. 



Application to computation

• To write a program f from X to Y with an IM2-
machine, one can define a function F, instead.

X Yf

F ρ



5. Strongly proper dyadic 
subbase 

[Tsukamoto, T]              



Strongly proper dyadic subbase
• We consider  {0,1,δ, ⊥}ω ,  instead of  𝕋ω = {0,1,⊥}ω. 

• For p ∈ {0,1,δ, ⊥}ω ,  we define S(p) and S(̅p) as  

6 HIDEKI TSUIKI AND YASUYUKI TSUKAMOTO

For a dyadic subbase S and p P Tω, let

Sppq “
č

kPdomppq
Sk,ppkq, (2.1)

S̄ppq “
č

kPdomppq
clSk,ppkq “

č

kPdomppq
pSk,ppkq Y Sk,Kq (2.2)

denote the corresponding subsets of X. Note that, for x P X and p P Tω,

x P Sppq ô x̃pkq “ ppkq for k P domppq ô p Ď x̃, (2.3)

x P S̄ppq ô x̃pkq Ď ppkq for k P domppq ô p Ò x̃. (2.4)

For e P T˚ “ KpTωq, Speq is an element of the base generated by the subbase S. We
denote by BS the base tSpeq : e P T˚uztHu. On the other hand, LpTωq is the space in
which X is represented as the following proposition shows.

Proposition 2.3. Suppose that S is a dyadic subbase of a space X.

(1) Spx̃q “ txu for all x P X.
(2) rX Ď LpTωq.

Proof.

(1) Let x, y be distinct elements in X. Since X is T1, there exists e P T˚ such that x P Speq
and y R Speq. From (2.3), we have e Ď x̃ and e Ď ỹ. So we get x̃ Ď ỹ, therefore,
y R Spx̃q.

(2) Suppose that dompx̃q is finite. Then Spx̃q is an open set and thus txu is a clopen set
which contradicts the fact that x is on the boundary of Sn,a for n R dompx̃q.

Definition 2.4. We say that a dyadic subbase S is proper if clSpeq “ S̄peq for every e P T˚.

If S is a proper dyadic subbase, then S̄peq is the closure of the base element Speq.
Therefore, by (2.4), the sequence x̃ codes not only base elements to which x belongs but
also base elements to whose closure x belongs.

Proposition 2.5. Suppose that S is a proper dyadic subbase of a space X.

(1) If x P X and p Ě x̃, then the family tSpeq : e P Kpu is a filter base which converges
to x P X.

(2) If x ‰ y P X, then x P Sn,a and y P Sn,1´a for some n P N and a P . That is, x
and y are separated by some subbase element.

(3) If x P X and p Ě x̃, then S̄ppq “ txu.
(4) If p P ω, then S̄ppq is either a one-point set txu for some x P X or the empty set.

Proof.

(1) Since we have x̃ Ò e for every e P Kp, we obtain clSpeq “ S̄peq ‰ H. Therefore, we get
H R tSpeq : e P Kpu.

(2) Since X is Hausdorff, there is e P T˚ such that x P Speq and y R clSpeq “ S̄peq. That
is, e Ď x̃ and e /Ò ỹ by (2.3) and (2.4). Therefore, we get x̃ /Ò ỹ.

(3) From (2), we have S̄px̃q “ txu. We get S̄ppq Ď S̄px̃q “ txu from p Ě x̃, and S̄ppq Q x
from p Ò x̃.

(4) Let p P ω. If p Ě x̃ for some x P X, then S̄ppq is a one-point set txu by (3). If p Ğ x̃
for all x P X, then p /Ò x̃, because p is maximal. Therefore, S̄ppq is empty.

• Definition.  A dyadic subbase S is strongly proper if S(̅p)  = 
cl S(p). 

• Recall that S is proper if S(̅p)  = cl S(p) for p ∈ {0,1,⊥}ω . 



Properness and approximation.
• Let X be a Hausdorff space and S be a dyadic subbase of X. 

• Proposition.  S is proper if and only if ↑φS(x) ∩ 2ω ⊆ DS  for 
∀x ∈ X. 

• Ex. φS(x) = ⊥⊥p for p ∈ {0,1}ω, then 00p, 01p, 10p, 11p ∈ DS.
That is,  S(̅p ) ≠ ∅ implies S(p ) ≠ ∅ for p ∈ {0,1}*.



Strongly Properness and approx.
• Let X be a Hausdorff space and S be a dyadic subbase of X. 

• Theorem. S is strongly proper if and only if DS = DQS	  .	  That is,  
S(̅p ) ≠ ∅ implies S(p ) ≠ ∅ for p ∈ {0,1, δ}*.	  

• Ex. φS(x) = ⊥⊥p, then 00p, 01p, 10p, 11p, 0⊥p, 1⊥p, ⊥0p, 

• Recall that  KS = { p ∈ 𝕋ω | S(pδ ) ≠ ∅}.  

•                      KQS = { p ∈ 𝕋ω | S(̅pδ ) ≠ ∅}.  



Example of a not strongly proper 
dyadic subbase.

01

⊥0
⊥1



Example of a not strongly proper 
dyadic subbase.

01

⊥0
⊥1

DS is bounded complete. 
DS’ is not bounded complete.

0

1

⊥0⊥1



Bounded complete Domain.
• For a proper dyadic subbase S,  DS is not bounded complete 

in general. (Therefore we defined a bounded complete 
domain DQS	  .	  in	  addiRon	  to	  DS.) 

• For a strongly proper dyadic subbase S, DS is bounded 
complete. (Because DS =DQS	  .) 

• Moreover,  DS is bounded complete not depending on the 
ordering of the components  of S. ( Because strongly 
properness is independent on it.  ) 

• We also have the converse. 

• Theorem.  Let S be a proper dyadic subbase of a Hausdorff 
space X.  S is strongly proper if and only if for all 
permutations π : ω → ω,  DSπ is bounded complete.



Characterization of Regularity via 
strongly properness.

• Theorem 5.  Suppose that  S is a proper 
dyadic subbase. If X is regular, then p ↑ 
φ(x) in 𝕋ω  implies  φ(x) ⊑  p for p ∈ L(D). 

• The converse also holds for a strongly 
proper dyadic subbase. 

• Theorem .  Suppose that  S is a proper 
dyadic subbase of X.  X is regular if and 
only if p ↑ φ(x) in 𝕋ω  implies  φ(x) ⊑  p for 
p ∈ L(D). 



Strongly independent 
dyadic subbase 

[Tsukamoto, T]              



Hausdorff Str. nonadhesive Urysohn regular
Compact 
Hausdorff

 K(DS)  

L(DS)  

Theorem 4.  min(L(DS)) exists 
for a strongly adhesive space 

X.

Th. 4

Example of a Hausdorff Adhesive space.

• Is there a space X and a dyadic subbase S for which 
min(L(DS)) does not exist?  

• More strongly, is there (X, S) for which DS	  =	  𝕋ω?

For this example, min(L(DS)) exists. 



• Definition 3.  A dyadic subbase S of X is independent if S(p) 
≠ ∅ for every p ∈ 𝕋* . 

• Definition 3.  A dyadic subbase S of X is strongly 
independent if S(p) ≠ ∅ for every p ∈ {0,1,δ, ⊥}* . 

• A space X with a strongly independent subbase is adhesive. 
• (For p, q ∈ {0,1, ⊥}* ,  let k = max(len(p), len(q)). S(δk 0) ≠ 

∅ and any x ∈  S(δk 0) is in S(̅p) ∩ S(̅q) . ) 
• A proper dyadic subbase S on a space X is strongly 

independent if and only if  (1) S is independent, (2) S is 
strongly proper, and (3) X is adhesive. 

• DS	  =	  𝕋ω	  	  for	  a	  strongly	  independent	  subbase.	  
• Question.  Is there a Hausdorff space with a strongly 

independent subbase?

Strongly independent subbase



Prime integer topology
• We construct such a space as a modification of the prime integer 

topology P on ℕ = {1,2,3,…}. 
• The prime integer topology P is generated by  

• It is Hausdorff and adhesive (i.e., every pair of nonempty open 
sets intersect in their closure)   (by Chinese Reminder Theorem). 

Properties of domain representations of spaces through dyadic subbases 13

Let N be the set of natural numbers: the set of positive integers. For two natural
numbers p, r ∈ N, let U(p, r) be the congruence class of r mod p:

U(p, r) := {n ∈ N | n ≡ r (mod p)}.

The prime integer topology is the topology on N generated by the family

{U(p, r) | p : prime number, 0 < r < p}.

Since there exist arbitrarily large prime numbers, any two points are separated by open
neighborhoods. However, by the Chinese Remainder Theorem, we can show that closures
of any two nonempty open sets intersect. So the prime integer topology is Hausdorff but
non-Urysohn, in particular, non-regular (Steen and Seebach 1995).
We weaken the prime integer topology as follows: Let (pn)n<ω := (3, 5, 7, 11, . . . ) be

the sequence of odd prime numbers. We set

Sn,0 := {(q − 1)pn + r | q, r ∈ N, 0 < r < pn/2}, (25)

Sn,1 := {(q − 1)pn + r | q, r ∈ N, pn/2 < r < pn}. (26)

The topology on N generated by {Sn,a | n < ω, a ∈ {0, 1}} is denoted by P2. We will
study the space (N,P2).

Proposition 4.3. The space (N,P2) has a strongly independent dyadic subbase S :
ω × {0, 1} → P2 defined by S(n, a) := Sn,a for n < ω, a ∈ {0, 1}.

Proof. We will later show that the space (N,P2) is a Hausdorff space.
From the definition, the family {S(n, a) | n < ω, a ∈ {0, 1}} is a subbase of (N,P2),

and we have S(n, 0) ∩ S(n, 1) = ∅ for all n < ω. Note that S(n, ∂) = {q · pn | q ∈ N}. By
the Chinese Remainder Theorem, S is strongly independent.

One of the main results of this paper is that the space (N,P2) really is a Hausdorff space.

Theorem 4.4. The topological space (N,P2) is Hausdorff.

We show Theorem 4.4 from the following.

Theorem 4.5 (Sylvester, 1912, Schur, 1929, Erdős, 1934). Let m and n be two
natural numbers. If n ≥ m, then there exists a number containing a prime divisor greater
than m in the sequence n+ 1, n+ 2, . . . , n+m.

The case n = m corresponds to Bertrand’s postulate. This was first proved by Sylvester,
independently by Schur, and an elementary proof was given by Erdős (Erdős 1934).

Proof of Theorem 4.4. Let m,n ∈ N be natural numbers with m < n. There are two
cases: 2m ≤ n or m < n < 2m.
(1) For the case 2m ≤ n, we have n ≥ 2. From Bertrand’s postulate (or Theorem 4.5),

we have

(∃p : prime number)(n < p < 2n).

Since p ≥ 3, we can put p = pk with k < ω. We have m < pk/2 < n < pk and get
m ∈ Sk,0 and n ∈ Sk,1.
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we have

(∃p : prime number)(n < p < 2n).

Since p ≥ 3, we can put p = pk with k < ω. We have m < pk/2 < n < pk and get
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1 32 4

ℕ 

2

0
mod 5

open

[Steen, Seebach 1995]



Weakened Prime integer topology
• Let (pn) = (3,5,7,11,…) be the sequence of odd prime numbers. 
• We define a topology  P2 on ℕ  generated by  

Sn,0 = {m | m ≣ r (mod pn), 0 < r < pn/2} 
   Sn,1 = {m | m ≣ r (mod pn), pn/2 < r < pn } 

• {Sn,0, Sn,1 | n = 0,1,2,…} is a strongly independent dyadic subbase. 
• Theorem. (ℕ, P2) is Hausdorff. 

   (Use a theorem by Sylvester 1912, Schur 1929, Erdös 1934) 
• Even increment function is not continuous on (ℕ, P2).

0

1 or 2 3 or 41 or 2

0

mod 5 
（＝p1) (0) (1)

(δ) [Erdös 1934]



References

Under consideration for publication in Math. Struct. in Comp. Science

Properties of domain representations of
spaces through dyadic subbases

YASUYUKI TSUKAMOTO and HIDEKI TSUIKI†

Graduate School of Human and Environmental Studies, Kyoto University, Japan.

Received 6 March 2015

References

Blanck, J., Domain Representations of Topological Spaces, Theoretical Computer Science, vol.

247, p.229–255, Elsevier Science, 2000.

Erdős, P., A Theorem of Sylvester and Schur, Journal of London Mathematical Society, vol. 9,

p.282–288, 1934.

Gianantonio, P.D., An abstract data type for real numbers, Theoretical Computer Science, vol.

221, p.295–326, 1999.

Ohta, H., Tsuiki, H., Yamada, S., Independent subbases and non-redundant codings of separable

metrizable spaces, Topology and its Applications, vol. 158, p.1–14, Elsevier Science, 2011.

Ohta, H., Tsuiki, H., Yamada, K., Every second-countable regular space has a proper dyadic

subbase, arXiv:1305.3393, 2013.

Steen, L. A., Seebach, J. A., Counterexamples in Topology, Dover, 1995.

Tsuiki, H., Real number computation through Gray Code Embedding, Theoretical Computer

Science, vol. 284/2, p.467–485, 2002.

Tsuiki, H., Compact Metric Spaces as Minimal-limit Sets in Domains of Bottomed Sequences,

Mathematical Structures in Computer Science, 14(6), p.853–878, 2004.

Tsuiki, H., Dyadic subbases and efficiency properties of the induced {0, 1,⊥}ω-representations,
Topology Proceedings, vol. 28(2), p.673–687, 2004.

Tsuiki, H., Tsukamoto, Y., Domain representations induced by dyadic subbases, Logical Methods

in Computer Science, to appear. (available in arXiv:1401.1393, 2014.)

Tsukamoto, Y., Tsuiki, H., Properties of domain representations of spaces through dyadic sub-

bases, submitted for publication.

† This work was partially supported by JSPS KAKENHI Grant Number 22500014


